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HIGHLIGHTS

® Develop aggregated probabilistic wind forecasting with spatio-temporal correlation.

® Gaussian mixture model is used to fit wind power probability density functions.

® Wind farm clustering is performed to improve the forecasting accuracy.

® The proposed method has improved pinball loss by up to 54% compared to benchmarks.

ARTICLE INFO ABSTRACT

Aggregated probabilistic wind power forecasting is important for power system operations. In this paper, an
improved aggregated probabilistic wind power forecasting framework based on spatio-temporal correlation is
developed. A Q-learning enhanced deterministic wind power forecasting method is used to generate determi-
nistic wind power forecasts for individual wind farms. The spatio-temporal correlation between the member
wind farms and the aggregated wind power is modeled by a joint distribution model based on the copula theory.
The marginal distributions of actual aggregated wind power and forecasted power of member wind farms are
built with Gaussian mixture models. Then, a conditional distribution of the aggregated wind power is deduced
through the Bayesian theory, which is used for aggregated probabilistic forecasts. The effectiveness of the
proposed aggregated probabilistic wind power forecasting framework is validated by using the Wind Integration
National Dataset Toolkit. Numerical results of case studies at nine locations show that the developed aggregated
probabilistic forecasting methodology has improved the pinball loss metric score by up to 54% compared to
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three benchmark models.

1. Introduction

The uncertain and variable nature of wind makes it challenging to
be integrated into power systems, particularly at ever-increasing level
of wind penetration. Studies have shown that the integration of geo-
graphically dispersed wind farms could reduce extreme power output,
which is referred to as smoothing effect [1]. In addition, power pro-
duced from one wind farm at different times is typically temporally
correlated [2]. It would be interesting to explore the impacts of spatio-
temporal correlation on the performance of aggregated wind power
forecasting. The benefits of spatio-temporal modeling for wind power
forecasting at aggregated levels have been briefly discussed in [3]. In
addition to wind power, spatio-temporal correlation modeling has also
been applied to wind speed forecasting [4], load forecasting [5,6], and
solar power forecasting [7].
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1.1. Literature review

A collection of wind power forecasting methods that consider
spatio-temporal correlation have been developed in the literature to
assist power system planning and operations. Methods of spatio-tem-
poral based wind power forecasting proposed in the recent literature
can be generally classified into three groups: (1) Physical models, which
are usually developed based on sophisticated meteorological informa-
tion. For example, Pelikan et al. [8] developed a robust wind power
forecasting model based on a combination of sigmoidal power functions
with wind speed forecasts obtained from a mesoscale spatio-temporal
refined numerical weather prediction (NWP) model. Physical models
usually require high computation cost, and have better performance
than purely statistical time series approaches in longer prediction time
horizon (e.g., day-ahead and week-ahead) [9]. (2) Statistical models,
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which quantify the relationship between geographically dispersed wind
power time series. For example, Xie et al. [10] developed a short-term
wind power forecasting model by leveraging the spatio-temporal cor-
relation in wind speed and direction among different wind farms in
west Texas. Statistical models are cost-saving since they do not require
any data beyond historical wind power generation. However, the ac-
curacy of statistical models drops with the increment of prediction time
horizon. (3) Hybrid models, which combine the advantages of physical
and statistical approaches to obtain globally optimal forecasts. For ex-
ample, Qin et al. [11] proposed a hybrid wind power forecasting model
based on long short-term memory network and deep learning neural
network. Convolutional network and long short-term memory are used
to exploit the spatio-temporal properties of wind farms. More research
about spatio-temporal model based wind power forecasting has been
studied in [12-14].

The spatio-temporal models discussed above only provide determi-
nistic forecasts. To better account for the wind power uncertainty and
variability, probabilistic wind power forecasts are needed. Probabilistic
wind power forecasts usually take the form of prediction intervals,
quantiles, or predictive distributions. Methods of probabilistic wind
power forecasting can be classified into nonparametric and parametric
approaches [15]. Nonparametric approaches are distribution free, and
their predictive distributions are estimated through observations.
Quantile regression [16,17] and kernel density estimation (KDE)
[18,19] are two of the most popular used methods for nonparametric
probabilistic forecasting. Parametric approaches generally require low
computational cost since a prior assumption of the predictive dis-
tribution shape is made before the parameter estimation. Parametric
probabilistic wind power forecasting approaches have been widely used
based on single distribution models [20,21] and mixture distribution
models [22]. In contrast to traditional probabilistic wind power fore-
casting models, probabilistic wind forecasting technologies based on
spatio-temporal effects have also been developed in the literature [23].
For example, Zhang et al. [24] used off-site information of geo-
graphically dispersed wind farms to capture spatio-temporal correlation
and generated quantile forecasts. Then an Alternating Direction Method
of Multipliers (ADMM)-based method was used to generate distributed
probabilistic forecasts. Dowell et al. [25] proposed a probabilistic wind
power forecasting method and the spatio-temporal correlation was
captured through Sparse Vector Autoregression. A study conducted by
Tang et al. [26] focused on multiple plants’ probabilistic power fore-
casting, and a simple aggregation strategy was used. The marginal
distribution of wind power in [26] is modeled by Gaussian distribution.
Another study conducted by Li et al. [27] modeled the wind power
uncertainties by using a particle filter algorithm. The aggregated wind
power predictive distribution is obtained by mesoscale numerical
weather prediction model and particle filter. Both [26,27] have ag-
gregated all the wind farms in one step without clustering the farms.
However, it is important to note that both [26,27] have found that
considering spatio-temporal correlation among wind farms could im-
prove the performance of probabilistic forecasts. Nevertheless, several
challenges present in existing methods: (i) high dimensional matrices
are involved in the spatio-temporal modeling, which adds additional
computational burden; (ii) communication channels are needed for
information transmission in [24], which might not be widely applicable
at various spatial and temporal scales; (iii) the single logit-normal and
Gaussian distribution in [25,26] may not be reliable for wind farm data
with varying characteristics.

One of the most intuitive ways of modeling spatio-temporal corre-
lation is to use a multivariate joint distribution. For example, Pinson
et al. [28] has used a multivariate Gaussian distribution to describe the
spatio-temporal relationship between forecasts of different wind farms.
To address the challenge of modeling high dimensional multivariate
non-Gaussian distributions, the Copula theory can be used. Based on the
Sklar’s theorem, the joint distribution can be modeled through uni-
variate marginal-distribution functions and a Copula [29]. Copula
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theory has been widely used to characterize the dependence between
different variables. For example, Tang et al. [26] used Copula to model
correlation between wind farms and solar farms. Cui et al. [30] utilized
high-dimensional Copula to couple the wind power ramp features
among wind farms.

In the literature, the marginal distribution of wind power is com-
monly modeled by unimodal distributions such as Beta and Gamma
[31] or nonparametric distributions such as KDE [32]. However, the
unimodal distributions may not accurately quantify the variability of
wind power and the nonparametric distributions are challenging to be
solved analytically [30].

1.2. Research objective

To address the aforementioned limitations, in this paper we seek to
develop an aggregated probabilistic wind power forecasting method by
considering spatio-temporal correlation among wind farms with im-
proved marginal distribution modeling of wind power and clustering.
First, deterministic wind power forecasts are generated for individual
wind farms (with selected deterministic forecasting methods). Second,
the marginal distributions of the forecasted wind power of each wind
farm and historical aggregated actual power are modeled through a
Gaussian mixture model (GMM). In the third step, clustering is per-
formed to divide all the wind farms into multiple clusters, with the aims
of reducing computational cost and improving the overall aggregation
accuracy. In the fourth step, Copula is adopted to build a spatio-tem-
poral correlated joint model between the aggregated wind power and
forecasted wind power of each wind farm. The conditional distribution
of aggregated wind power is deduced through the Bayesian formula,
which is then used (in conjunction with deterministic forecasts) to
generate aggregated probabilistic wind power forecasts. The main
contributions of this paper are as follows:

1. The proposed method uses Copula to model the spatio-temporal
correlation among wind farms to improve the performance of ag-
gregated probabilistic wind power forecasting;

2. A state-of-the-art deterministic forecasting method, i.e., Q-learning
enhanced deterministic forecast, is adopted;

3. Wind farm clustering is performed to reduce the computational cost
and also to improve the forecasting accuracy by taking advantage of
the strong intra-cluster correlation;

4. A Gaussian mixture model is used to accurately fit the marginal
distribution of wind power;

5. The cross-correlation among wind farm clusters is also modeled in
the aggregation.

The rest of the paper is organized as follows. Section 2 describes the
proposed aggregated probabilistic forecasting method, which consists
of a deterministic forecasting method, marginal probability distribution
modeling, clustering, and a spatio-temporal correlation based Copula
model. Section 3 applies the developed spatio-temporal correlation
based aggregated probabilistic forecasting method to nine wind farms
and compares the proposed method with three benchmark aggregated
probabilistic forecasting models. Concluding remarks and future work
are discussed in Section 4.

2. Aggregated probabilistic forecasting framework

The overall framework of the developed conditional probabilistic
aggregated wind power forecasting (cp-AWPF) framework is illustrated
in Fig. 1. The five major steps are briefly described as follows:

1. Step 1: A Q-learning based ensemble deterministic forecasting
method is adopted to select the best forecasting model from a pool
of state-of-the-art machine learning based forecasting models at
each time step, thus generating reinforced deterministic wind power
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Fig. 1. Overall framework of the conditional probabilistic aggregated wind power forecasting.

forecasts for individual wind farms [33].

2. Step 2: GMM is used to fit the probability density functions (PDFs) of
the historical aggregated actual wind power and the wind power
forecasts at each wind farm.

3. Step 3: A prototype-based K-means clustering method is used to
cluster wind farms into multiple non-overlapping clusters based on
their spatial similarity.

4. Step 4: For each cluster, the joint distribution of historical ag-
gregated actual wind power and wind power forecasts at each
member wind farm is constructed based on the Copula theory.

5. Step 5: Aggregated probabilistic wind power forecasts are generated
through the conditional distribution.

2.1. Q-learning enhanced deterministic forecasting

The developed spatio-temporal correlation based cp-AWPF frame-
work is constructed based on deterministic forecasts. A large collection
of methods have been developed in the literature to effectively generate
deterministic wind forecasts. However, most of the existing determi-
nistic methods are either selected based on the overall forecasting
performance or ensembled by multiple models. Selecting a model based
on the overall forecasting performance generally neglects the local
performance of the selected model [33].

In this paper, a Q-learning enhanced deterministic forecasting
method, developed in our previous work [34], is adopted. This method
can choose the best forecasting model from a pool of state-of-the-art
machine learning based forecasting models (i.e., artificial neural net-
work, support vector machine, gradient boosting machine, and random
forest) at each time step. To be more specific, the developed method
trains Q-learning agents based on the rewards of transferring from the
current model to the next model. For example, a Q-learning agent will
receive a reward by transferring from the current forecasting model M;
to the next forecasting model M; in each training step, from which the
Q-learning agent will learn the optimal policy of the model selection.
Then, this optimal policy will be applied to select the best model for
forecasting in the next step based on the current model in the fore-
casting stage. The dynamic model selection process is expressed as [34]:

S = {s} = {51, 82, ...,57} (€))

A ={a} ={a, ay, ...,a;} 2)

R'(s;, a;) = ranking (M;) — ranking (M;) 3)
QD) (se, ae] = (1 - ot)Qe(se, ae] +a [Re (se, ae) + ymax Q° (s(e“), a)]
acA
()]

where S, A, R, and Q are state space, action space, reward function, and
Q-table in the dynamic model selection Markov Decision Process, re-
spectively. s and a are possible state and action, respectively. I is the
number of models (M) in the model pool. e is the episode index with the
maximum of 100. & = 0.1 is the learning rate that controls the aggres-
siveness of learning. y = 0.8 is a discount factor that weights the future
reward. The reward function is defined as the model performance im-
provement, which ensures the effective and efficient convergence of Q-
learning. More details about the Q-learning enhanced deterministic
forecasting can be found in Ref. [34].

2.2. Wind power distribution modeling

The large variability in wind power poses challenges to accurately
model the wind power through a unimodal distribution. Mixture dis-
tributions have been widely utilized in statistics to approximate multi-
modal distributions. To accurately characterize the variability of wind
power, GMM is adopted in this paper to model the aggregated actual
wind power and forecasted wind power. The probabilistic density
function (PDF) of GMM is formulated as follows:

Ng
Jo &ING, @i, gy 0) = D wig(Klup 0), €U, GEZ, w€Q

i=1

5)

where N; is the number of mixture components, U (y; € U) is the ex-
pected value vector, Z(o; € Z) is the standard deviation vector, and the
Q(w; € Q) is the weight vector. Each component g(x;u;, o;) follows a
normal distribution, which can be expressed as:

1 e

glx|\u, o= =e 202
2no 6)

The GMM distribution has two constraints: (1) the integral of Eq. (5)
equals unity, and (2) the summation of weight parameters equals unity
as well, which are expressed as follows:
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The parameters of GMM are estimated through the expectation
maximization (EM) algorithm. The goal of EM is to maximize the
likelihood function with respect to the parameters. More details about
EM can be found in [35]. The CDF (F) corresponding to the estimated
PDF is expressed as:

Ng _
fenna)-E [ ee

i=1
where C is an integral constant, and erf (-) is the Gaussian error function
which is expressed as:

_ 2 pro e
erf(x)—ﬁ‘/(; e " dt (10)

2.3. Clustering analysis

Clustering unlabelled wind farms is an unsupervised problem, which
distinguishes and labels the type of training data based on the character-
istics of the data itself. In this paper, we aim to reduce the dimensionality
due to the large number of wind farms by dividing wind farms into
multiple clusters, thereby reducing the computational cost. In addition,
wind farm clustering could also strengthen the intra-cluster correlation,
i.e., wind farms in the same cluster are more strongly correlated, which
could potentially increase the accuracy of the aggregated wind power
forecasting for each cluster and thus the overall forecasting accuracy.

2.3.1. Unsupervised clustering based on spatial correlation

In this paper, K-means is adopted to divide the member wind farms
into multiple non-overlapping clusters based on wind farm character-
istics. K-means is a widely used unsupervised clustering algorithm.
Given a dataset ¥ = X, %....x, with n instances, the K-means algorithm
divides the dataset into K disjoint clusters as i = Cj, Cy, ...,Cy. The
objective function of K-means is:

K
min Z Z d(x, mk]
k=1 xeCy

1D

where my is the centroid of cluster Ci, d(-) measures the distance be-
tween x and the centroid of cluster Ci. In this paper, the Pearson’s
correlation coefficient is used as a distance metric to characterize the
spatio-temporal correlation of wind farms.

2.3.2. Clustering assessment metric

It is challenging to validate unsupervised clustering results since the
objects are unlabeled. Unsupervised clustering can be measured quan-
titatively based on cohesion and separation [36]. Cohesion measures
how closely related the objects are in a cluster, while Separation
measures how distinct or well-separated a cluster (or centroid) is from
other clusters. In this paper, the Silhouette width (SW) is used to
evaluate the clustering performance, which quantifies both cohesion
and separation. It can be expressed as:
ol mO-nd
N & max(n,@) - n,) (12)

where 7), (i) is the average distance between object i and all other data in
the same cluster, and 7, (i) is the smallest average distance between
object i to other objects in the neighbour cluster. The SW value ranges
from —1 to + 1, where SW = +1 indicates desired clustering, while
SW = —1 indicates undesired clustering.
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2.4. Wind farm spatio-temporal correlation modeling

Once the marginal wind power distribution of a single wind farm is
defined, the spatio-temporal correlation among wind farms in each
cluster can be modeled by Copula. Copula is one of the most widely
used methods for modeling the dependency among random variables.
Given a cluster, the aggregated actual wind power p® is expressed as

N
=) n
i=1

where p, is the actual wind power of the ith wind farm, and N is the
total number of wind farms to be aggregated in the cluster.

a3

2.4.1. Spatial correlation

Suppose ﬁf is the t-hour-ahead (tHA) forecasted wind power at the
ith wind farm, f(p) and F (p,') denote the corresponding marginal PDF
and marginal cumulative distribution function (CDF), respectively. The
spatial correlation ®s among the N wind farms is modeled as:

F(P") = CEP), ..F (L)) (14)

ot ot

where P' = s Dl e ﬁfv} is a N-dimension vector denoting the tHA
wind power forecasts of the N wind farms, and C(-) is the Copula
function.

2.4.2. Temporal correlation

In addition to the spatial correlation among wind farms, the fore-
casted wind power with different look ahead times are typically tem-
porally correlated [37]. Such temporal correlation ©r is modeled as:

FP',P"™) = C(F@)), -.FBL), FG), . FEE) (15)
where, P'*! =y, pI*', ...py"} is a N-dimension vector denoting the

(t + 1)HA wind power forecasts of the N wind farms.

2.4.3. Spatio-temporal correlation

Based on Egs. (13)-(15), the joint CDF of the forecasted wind power
at individual wind farms and the aggregated actual wind power (of all
farms), F(p%, P!, B'*") can be modeled through their marginal CDFs
and the Copula functlon with a spatio-temporal joint structure Os_r,
which is expressed as:

F(p% B, P™ = C(p%, F(B)), s F(BL), F(B*Y), s F(BL)

=C(p%, T, K) (16)
where,
J=F@h, «..F(BL) a7)
K=F@, .. Fy! (18)

Similarly, the joint PDF of the forecasted wind power at individual
member farms and the aggregated actual wind power (of all farms) is
expressed as:

N
f(pz, P, P) (F@E) 1, K] F@» [T r@H

i=1 a9
where the marginal PDF is modeled by using the aforementioned GMM
distribution based on historical actual and forecasting data. Then, the
conditional joint PDF of the aggregated wind power given the power
forecasts of all the member farms is deduced from the Bayesian for-

mula, given by:
cF@P»), J, K)
il CECD LK f )
c(J,K) (20)
The conditional distribution of the aggregated wind power given all the

member farms forecasts can be trained by using historical actual and
forecasting data. With any given deterministic forecasts of individual

P\t’ I’J\t+1) -
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Table 1

Data summary of the selected 9 WIND Toolkit sites.
Site Name Site ID Lat. Long. Capacity (MW) State
S1 4816 29.38 -100.37 16 TX
S2 8979 31.53 -95.62 16 TX
S3 10069 32.31 -98.26 16 TX
S4 10526 32.44 -100.55 16 TX
S5 1342 27.12 -97.86 16 TX
S6 2061 27.95 -97.40 14 TX
S7 9572 31.99 -100.118 16 TX
S8 10527 32.45 —100.41 2 X
S9 11038 32.72 -100.92 6 TX

wind farms, we can use the copula model and the trained conditional
PDF in Eq. (20) to calculate the conditional CDF. Then a large number
of scenarios of the aggregated wind power of each cluster can be gen-
erated by sampling from the conditional CDF. The PDF of the ag-
gregated wind power in each cluster can be deduced based on the
scenarios. The final PDF of all aggregated wind farms is calculated
through convolution. One prerequisite of convolution is that the vari-
ables being convoluted should be independent. If the clusters are cross-
correlated with each other, a copula based dependent convolution (such
as the one proposed by Zhang et al. [38]) could be used to characterize
the cross-correlation among clusters. The probabilistic forecasts could
also be represented in the form of quantiles and confidence intervals
based on the PDF. The pseudocode of quantile forecasts based on in-
verse transform is illustrated in Algorithm 1.

Algorithm 1. Generate quantile forecasts based on inverse transform

Data: Deterministic wind power forecasts

Result: Quantile forecasts

1 Initialization: Obtain PDF of each single wind farm and aggregated wind power
through GMM

2 Model spatio-temporal correlation among wind farms through a joint distribution
by Copula

3 Calculate conditional PDF and CDF of the aggregated wind power

4 Sample from conditional CDF through inverse transform to generate a large number
of aggregated wind power scenarios

5 Generate quantile forecasts based on the distribution of generated scenarios

3. Case studies and results

3.1. Data summary

The developed cp-AWPF framework was evaluated at 9 wind farms
in Texas that were selected from the Wind Integration National Dataset
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(WIND) Toolkit [39]. The WIND Toolkit includes meteorological in-
formation (e.g., wind direction, wind speed, air temperature, surface air
pressure, density at hub height), synthetic actual wind power, and wind
power forecasts generated by the Weather Research and Forecasting
(WRF) model. It covers over 126,000 locations in the United States. In
addition to day-ahead (DA) forecasts from WIND Toolkit, very-short-
term forecasts (i.e., 1HA to 6HA) are generated by using the Q-learning
enhanced deterministic forecasting method. In this study, the duration
of the collected data at the selected 9 wind farms spans two years from
January 1st 2011 to December 31st 2012. The data information at the
selected 9 wind farms is briefly summarized in Table 1. For all the 9
locations, the first 3/4 of the data is used as training data. The number
of scenarios generated from the conditional distribution is set as
N; = 5,000. The accuracy of the forecasts is evaluated by the remaining
1/4 of data. Though the developed cp-AWPF method is capable of
generating forecasts at multiple forecasting horizons, only 1HA-6HA
and day-ahead wind power forecasts are generated in this study.

3.2. Deterministic forecasting results

Normalized indices of standard metrics like root mean squared error
and mean absolute error, i.e., NRMSE and NMAE, are adopted to
evaluate the performance of deterministic forecasts. They are defined
by:

T A
NMAE = ~ 3 E T x 100%
T3 n (21)
‘\ T
1 | Z & — x)?
|
NRMSE = —\‘\‘ = % 100%
C, T (22)

where X, is the forecasted wind power, x; is the actual wind power, X,,qx
is the maximum actual wind power, T is the sample size, and C, is the
capacity of the nth wind farm.

A smaller NRMSE or NMAE indicates better forecasting perfor-
mance. The forecasting errors by using the Q-learning based determi-
nistic forecasting model at the selected locations are summarized in
Table 2. It is shown that the 1HA NMAE and NRMSE are in the ranges of
5-8% and 8-12%, respectively. Day-ahead deterministic forecasts are
provided in the WIND Toolkit dataset, which are generated from nu-
merical weather prediction (NWP) models [40]. It is shown that the
day-ahead NMAE and NRMSE are in the range of 11-14% and 15-19%,
respectively. Overall, the accuracies of the Q-learning based 1HA to
6HA deterministic forecasts and the NWP-based day-ahead determi-
nistic forecasts are reasonable.

Table 2
Deterministic forecasting results by using Q-learning and NWP.
Model LAT Metric Site
S1 S2 S3 S4 S5 S6 S7 S8 S9
Q-learning 1HA NMAE(%) 6.63 6.85 6.70 6.74 6.67 5.38 7.76 6.85 7.40
NRMSE(%) 10.55 10.93 11.04 10.66 9.93 8.37 11.93 10.72 11.51
2HA NMAE(%) 10.72 11.08 11.20 11.28 10.36 8.34 10.90 11.15 11.92
NRMSE(%) 15.86 16.33 16.93 16.64 14.60 12.31 17.14 16.31 17.32
3HA NMAE(%) 13.95 14.22 14.65 14.88 12.44 10.49 14.56 14.27 14.82
NRMSE(%) 19.43 19.86 20.92 20.71 16.94 14.93 20.12 19.75 20.50
4HA NMAE(%) 16.43 16.76 17.69 18.00 13.84 12.17 16.28 17.16 16.87
NRMSE(%) 21.98 22.22 23.92 23.83 18.56 16.85 21.79 22.68 22.41
SHA NMAE(%) 18.19 18.37 20.36 20.38 15.35 13.53 17.87 19.33 18.43
NRMSE(%) 23.65 23.71 26.51 26.01 20.19 18.40 23.15 24.66 24.03
6HA NMAE(%) 19.85 19.60 21.94 22.63 16.51 14.70 18.41 20.93 19.60
NRMSE(%) 25.09 24.85 27.82 27.82 21.31 19.47 23.55 26.03 24.78
NwP DA NMAE(%) 12.70 12.59 13.21 13.97 13.97 11.63 13.37 13.44 13.45
NRMSE(%) 16.85 17.44 18.07 18.70 18.43 15.41 18.17 18.43 18.21

Note: LAT is the abbreviation for look-ahead time. DA: day-ahead.
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Fig. 2. Distributions of wind power forecasts at the S4 site.

Site  Metric Distribution type
Gaussian ~ Gamma  Logistic ~ Rayleigh KDE GMM
S1 AIC 23760 23910 24070 23810 21367 18512
BIC 23768 23918 24078 23818 21374 18548
S2 AIC 23840 22980 24080 24210 20081 16802
BIC 23848 22988 24088 24218 20105 16846
S3 AIC 27450 26010 27960 29910 21900 17664
BIC 27458 26018 27968 29918 21908 17708
S4 AIC 27140 25940 27620 29130 22180 17026
BIC 27148 25948 27628 29138 22196 17074
S5 AIC 23870 23776 24160 23871 20124 18442
BIC 23878 23784 24168 23819 20136 18498
S6 AIC 22360 21090 21610 22000 18900 16430
BIC 22368 21098 21618 22008 18928 16496
S7 AIC 23610 23540 23920 24200 21103 18900
BIC 23618 23548 23928 24208 21119 18948
S8 AIC 7338 6987 7699 7307 6692 5483
BIC 7346 6995 7677 7315 6708 5514
S9 AIC 15660 15280 15970 15660 13214 12090
BIC 15668 15288 15978 15668 13228 12136

Note: The best information criterion at each location is in boldface.

3.3. Performance of marginal wind power distribution models

Fig. 2(a) shows the marginal probability distributions of wind

power forecasts from six distribution types at the S4 site (i.e., Gaussian,
Gamma, Logistic, Rayleigh, KDE, and GMM distributions). For the
Gaussian, Gamma, Logistic, and Rayleigh distributions, the parameters
are estimated through the maximum likelihood (ML) method. The
parameters of the KDE and GMM distributions are estimated by using
the expectation maximization (EM) algorithm. Fig. 2(b) illustrates the
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(a) Heatmap

mixture components of the GMM distribution at the S4 site. The Akaike
information criterion (AIC) and the Bayesian information criterion
(BIC) are used to evaluate the estimated wind power distribution ac-
curacy. For a given model with parameters 6, the AIC and BIC are de-
fined as:

AIC = —2L (B x) + 2k 23)

BIC = —2L(Ox) + klogn 24)

where 8 is the maximum likelihood estimation of the distribution
parameter, L(§ |x) is the log-likehood function of ) , k is the number of
parameters, and n is the length of observed data. The preferred model is
the one with the lowest AIC and BIC [41]. The AIC and BIC values of the
nine wind farms with different distribution types are summarized in
Table 3. Results show that the GMM distribution outperforms other
single distributions and KDE for modeling wind power forecasts.
Therefore, GMM is adopted to fit the marginal wind power distribution
within the Copula model.

3.4. Wind farm clustering results

The correlation among the selected 9 wind farms are visualized in
Fig. 3(a). It is seen that the selected wind farms are strongly correlated.
Fig. 3(b) shows the SW among all the wind farms in year 2011 and year
2012. It is seen that K = 2 always results in the highest SW, which
indicates desired clustering. To better visualize the two clusters, the
wind farms are plotted on a Texas map according to their geographical
dispersion in Fig. 4. The two wind farm clusters are differentiated by
red and blue colors. The red cluster is mainly located in north Texas and
the blue cluster is located in south Texas. The mean correlation coef-
ficient in the red cluster and the blue cluster are 0.65 and 0.58, re-
spectively. In addition, the mean correlation coefficient without
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Fig. 3. Clustering analysis.
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Fig. 4. Locations of clustered wind farms.

clustering is 0.54, which is lower than both of the intra-cluster corre-
lation, further showing the effectiveness of clustering.

3.5. Probabilistic forecasting results

Within each cluster, a joint distribution of the aggregated wind
power and the forecasted power of member wind farms is determined.
Then the conditional distribution of the aggregated wind power can be
calculated, which is used to generate aggregated wind power fore-
casting scenarios (e.g., 5,000). The quantiles of the aggregated wind
power are calculated based on the empirical distribution of the gener-
ated scenarios. To evaluate the performance of cp-AWPF, three baseline
models are selected for comparison, which are: quantile regression
(QR), cp-AWPF without clustering (cp-AWPF-W/), and a data-driven
two-step aggregated probabilistic wind power forecasting method with
clustering (dd-AWPF). The reasons for choosing these baseline models
are: (i) QR is a widely used method in probabilistic forecasting, which
allows us to explore the forecasting enhancement by considering spatio-
temporal correlation; (ii) since a clustering model is included in cp-
AWPEF, it is important to compare the accuracy of the proposed cp-
AWPF method with the method without clustering; (iii) for the baseline
model of dd-AWPF, the forecasting error distribution could be fitted
through GMM based on historical deterministic aggregated wind power
forecasts. Then, Monte Carlo sampling is used to generate a large
number of forecasting error scenarios. These aggregated error scenarios
could be used together with deterministic aggregated wind power
forecasts to generate probabilistic aggregated wind power forecasts.
Details of the GMM fitting and scenario generation for dd-AWPF could
be found in [42].

With the estimated empirical predictive PDF of the aggregated wind
power, the quantiles q;, g, ..., gy can be calculated. To better visualize
probabilistic forecasts, the 99 quantiles are converted into nine pre-
dictive intervals (PIs) Is (=10, ..., 90) in a 10% increment. Fig. 5(a)
shows the day-ahead aggregated probabilistic wind power forecasts of
all the 9 wind farms from 2012-07-05 to 2012-07-08, which are gen-
erated from the proposed cp-AWPF model. It is observed that in the
entire representative period, the aggregated wind power reasonably lies
within the Pls. Fig. 5(b), (c), and (d) show the aggregated probabilistic
forecasts generated from the baseline cp-AWPF-W/, dd-AWPF, and QR
methods, respectively. It is seen that the PIs of the probabilistic fore-
casting with clustering in Fig. 5(a) are narrower than the PIs without
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Fig. 5. Day-ahead aggregated probabilistic wind power forecasts.

Table 4
Normalized pinball loss of different models with different look-ahead hours.
Model Look-ahead Times
1HA 2HA 3HA 4HA SHA 6HA DA
cp-AWPF 1.91 2.03 2.31 2.81 3.46 4.10 3.28
cp-AWPF-W/ 2.92 2.93 3.06 3.40 3.94 4.63 4.26
dd-AWPF 2.20 2.38 2.71 3.19 3.83 4.55 3.47
QR 2.98 3.34 4.76 5.80 6.53 7.02 7.27

Note: The smallest normalized pinball loss value is in boldface.
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Fig. 6. Reliability comparison of different models with different look-ahead times.

clustering in Fig. 5(b). This is due to that clustering has enhanced the
intra-cluster correlation among wind farms. In addition, the PIs of both
cp-AWPF and cp-AWPF-W/ are significantly narrower than those of QR
in Fig. 5(d) which is due to the consideration of spatio-temporal

correlation. The dd-AWPF has a similar width of PIs as cp-AWPF-W/.
Nevertheless, the PIs of cp-AWPF-W/ are smoother than those of dd-
AWPF, which indicates a stable and reliable probabilistic forecast. It is
also observed that the width of the PIs varies with the variability of the
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Fig. 7. Sharpness comparison of different models with different look-ahead times.

3.5.1. Pinball loss
Pinball loss is a widely used metric to evaluate the overall perfor-
mance of probabilistic forecasts, which is defined by:

aggregated wind power. For example, when the wind power fluctuates
more frequently, the PI tends to be wider, and thereby the uncertainty
in wind power forecasts is relatively higher.
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L = 0) X @y = PD)s Py < Gy
m,t q Nal p[
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(25)

where gq,,, represents the mth quantile at time t. To show the effec-
tiveness of the developed spatio-temporal based probabilistic fore-
casting framework, the normalized pinball loss values of different
models with different look-ahead time are compared in Table 4. The
sum of pinball loss is averaged over all quantiles from 1% to 99% and
normalized by the aggregated wind farm capacity. A lower pinball loss
score indicates a better probabilistic forecast. Results show that the
proposed cp-AWPF has improved the pinball loss by up to 54% com-
pared to the three benchmark models, which validates the effectiveness
of spatio-temporal correlation and clustering. Note that the cp-AWPF
method has shown a better accuracy than baseline models for both
1HA-6HA and day-ahead forecasts, which validates the robustness of
the methodology. Furthermore, cp-AWPF without clustering also has
better pinball loss than QR, which shows the improvement from spatio-
temporal correlation modeling. The dd-AWPF model outperforms both
QR and cp-AWPF-W/, which indicates the enhancement resulted from
clustering. In addition to pinball loss, two more standard metrics, i.e.,
reliability and sharpness, are also calculated to assess the performance
of aggregated probabilistic forecasting.

3.5.2. Reliability
Reliability (RE) stands for the correctness of a probabilistic forecast
that matches the observation frequencies [15]:

g(lfot)
RE = N 1—af]| x 100%

where N is the number of test samples, and £~ is the number of times
that the actual test samples lie within the ath prediction interval. A
reliability plot shows whether a given method tends to systematically
underestimate or overestimate the uncertainty. In this study, the
nominal coverage rate ranges from 10% to 100% with a 10% incre-
ment. Fig. 6 shows the 1HA to 6HA and DA reliability plots of the ag-
gregated probabilistic forecasts with different forecasting models. A
forecast presents better reliability when the curve is closer to the di-
agonal. It is seen from Fig. 6 that overall QR has better reliability
performance. It is mainly because the PIs of QR are much wider than
those of the proposed cp-AWPF method. A wider PI indicates that the
result takes more errors into consideration; however, note that the re-
liability over the 90th confidence interval is similar between cp-AWPF
and QR, which is generally more important in probabilistic forecasting
applications. In addition, the proposed cp-AWPF model has shown
better reliability than dd-AWPF, indicating the enhancement resulted
from spatio-temporal correlation modeling.

(26)

3.5.3. Sharpness

Sharpness indicates the capacity of a forecasting system to forecast
extreme probabilities [43]. This criterion evaluates the predictions in-
dependently of the observations, which gives an indication of the level
of usefulness of the predictions. For example, a system that provides
only uniformly distributed predictions is less useful for decision-making
under uncertainty. Predictions with perfect sharpness are discrete pre-
dictions with a probability of one (i.e., deterministic predictions). The
sharpness is measured by the average size of the predictive intervals.
The sharpness plots of cp-AWPF and baseline models (i.e., cp-AWPF-W/
, dd-AWPF, and QR) with different look-ahead hours are compared in
Fig. 7. The expected interval size increases with increasing the nominal
coverage rate, and the sharpness of the proposed cp-AWPF model is
significantly better than that of the baseline models (i.e., cp-AWPF-W/
and QR) except at the 1HA horizon. It is mainly because the reliability
and sharpness are two complementary metrics, and the better reliability
of cp-AWPF at 1HA sacrifices the sharpness to some extent. Note that
the cp-AWPF model has shown better sharpness than dd-AWPF,
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indicating the enhancement resulted from spatio-temporal correlation
modeling. Overall, the interval size of the proposed cp-AWPF model
ranges from 2% to 45%, which indicates low sharpness. In addition, cp-
AWPF has significantly better sharpness than cp-AWPF-W/ at all look-
ahead times, which validates the effectiveness of clustering.

4. Conclusion

In this paper, an aggregated conditional probabilistic wind power
forecasting (cp-AWPF) framework was developed by considering
spatio-temporal correlation and wind farm clustering. The K-means
clustering approach was applied to cluster 9 wind farms into two
clusters. In each cluster, GMM was adopted to accurately model the
marginal wind power distribution. Then, the spatio-temporal correla-
tion between the member wind farms and the aggregated wind power
was modeled through a high-dimensional joint distribution based on
Copula theory. Inverse sampling was applied on the conditional CDF of
the joint distribution to generate aggregated probabilistic forecasts.
Results at 9 selected wind farms showed that:

1. cp-AWPF could reduce the pinball loss score by up to 54% compared
to three benchmark models.

2. The GMM model has shown better goodness-of-fit to wind power
distribution than single-distribution models and KDE.

3. Clustering could enhance intra-cluster correlation among member
wind farms, thus providing better probabilistic forecasting accuracy.

4. The developed cp-AWPF framework is robust at different forecasting
time horizons and locations.

5. cp-AWPF has shown better sharpness than models without con-
sidering spatio-temporal correlation and clustering. The reliability
of cp-AWPF is close to the ideal diagonal, which indicates reason-
able reliability.

Potential future work will (i) utilize the aggregated probabilistic wind
power forecasting in stochastic power system operations, and (ii) ex-
plore the influence of meteorological and geographical conditions on
the aggregated probabilistic forecasts.
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