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Abstract

Ensemble methods have shown to be able to improve the performance of deterministic wind forecasting. In this paper, an improved multi-distribution ensemble (MDE) probabilistic wind power forecasting framework is developed to explore the advantages of different predictive distributions. Both competitive and cooperative strategies are applied to the developed MDE framework to generate 1–6 h ahead and day-ahead probabilistic wind power forecasts. Three probabilistic forecasting models based on Gaussian, gamma, and laplace predictive distributions are adopted to form the ensemble model. The parameters of the ensemble model (i.e., weights and standard deviations) are optimized by minimizing the pinball loss at the training stage. A set of surrogate models are built to quantify the relationship between the unknown optimal parameters and deterministic forecasts, which can be used for online forecasting. The effectiveness of the proposed MDE framework is validated by using the Wind Integration National Dataset (WIND) Toolkit. Numerical results of case studies at seven locations show that the developed MDE probabilistic forecasting methodology has improved the pinball loss metric score by up to 20.5% compared to the individual-distribution models and benchmark ensemble models.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Wind power is considered to be one of the most promising renewable energy sources in modern power systems due to the great economic, technological, and environmental incentives for wind development [1]. However, the uncertain and variable nature of wind power creates a big challenge for reliable and economic power system operations. Wind power forecasting has been developed and improved in recent years to assist grid integration of wind power. Both deterministic and probabilistic wind forecasting models have been developed in the literature. Probabilistic forecasts that provide quantitative uncertainty information associated with wind power become extremely important for reliable and economic power system operations and planning with an ever-increasing wind energy penetration. A number of wind power forecasting projects including probabilistic forecasts have been conducted in recent years, such as wind forecast improvement project (WFIP) [2], Alberta Electric System Operator (AESO) wind power forecasting pilot project [3], and ANEMOS project [4].

1.1. Literature review

A number of probabilistic wind power forecasting methods have been developed in the literature to assist power system operations. For example, probabilistic wind forecasting has been used for unit commitment and economic dispatch [5–7], electricity market [8–10], operating reserves [11–13], and energy storage sizing [14,15]. Probabilistic wind power forecasts usually take the form of prediction intervals, quantiles, or predictive distributions. Methods of probabilistic wind power forecasting can be classified into nonparametric and parametric approaches [16]. Nonparametric approaches are distribution free, and their predictive distributions are estimated through observations. Quantile regression [17] and kernel density estimation [18] are two of the most popular used methods for probabilistic forecasting. For example, Wan et al. [19] combined quantile regression and extreme learning machine with a linear programming optimization model to generate probabilistic forecasts. Bessa et al. [20] proposed a novel time-adaptive quantile-copula estimator for kernel density forecast and discussed how to select the adequate kernels for modeling different variables. Other nonparametric methods include machine learning [21,22] and deep learning based methods [23,24]. Parametric approaches assume a pre-defined shape of predictive distribution with an analytical expression, and the unknown distribution parameters are estimated based on historical data. A number of distribution types,
such as Gaussian distribution [25], Beta distribution [26], Logit-Normal distribution [27], and mixed models [28,29], have been used as predictive distributions in the literature for parametric probabilistic wind power forecasting. Most of the probabilistic forecasting methods mentioned above are developed based on a single model, especially for parametric approaches which require a distribution assumption. However, it is challenging to accurately characterize the associated uncertainty by using a single distribution type, due to the daily and seasonal variability in wind power. Ensemble methods have been shown to present better forecasting performance for deterministic wind power forecasting. However, the performance of applying ensemble methods to probabilistic wind forecasting is still not well studied.

1.1. Ensemble methods in wind forecasting

Methods of constructing ensemble forecasts can be mainly classified into two groups: competitive ensemble methods and cooperative ensemble methods [30]. Competitive ensemble methods use induction algorithms with different parameters or initial conditions to build individual forecasting models. The final refined ensemble prediction is obtained from pruning and aggregating multiple models. Competitive ensemble methods generally require large amounts of data to obtain different forecasts from individual predictors [31]. Therefore, competitive ensemble methods usually require expensive computation cost, and they are usually used in medium-term and long-term forecasting. Bagging [32] and boosting [33] are two commonly used competitive ensemble methods. To better account for the performance of weak models, ensemble forecasting approaches based on adaptive boosting (i.e., assign large weights to the models with larger errors) are used in Refs. [34–36]. Feng et al. [37,38] proposed a machine learning based multi-model forecasting framework consisting of an ensemble of four single machine learning algorithms with various kernels to generate deterministic forecasts. For cooperative ensemble methods, the dataset is divided into several sub-datasets and each sub-dataset is forecasted separately, and the final forecasts are obtained by aggregating all the sub-forecasts. Cooperative ensemble methods usually have lower computation burden due to less parameter tuning work, which are normally used in very short-term or short-term forecasting [31]. Artificial neural networks based autoregressive integrated moving average [39] and generalized autoregressive conditional heteroskedasticity based autoregressive integrated moving average [40] are two commonly used cooperative ensemble methods that combine suitable models for linear and non-linear time series. Ren et al. [41] developed an AdaBoost based empirical mode decomposition (EMD) artificial neural network to generate ensemble wind speed forecasts. Wang et al. [42] also developed a cooperative ensemble method to generate wind speed forecasts, which improved EMD through decomposing the original data into more stationary signals with different frequencies. These stationary signals are considered as different inputs to a genetic algorithm and backpropagation based neural network, and the final forecast is the aggregation of each single prediction. Gensler et al. [43] used both cooperative and competitive ensemble methods to generate wind forecasts, where the weight of each input model is adaptively modified based on its performance.

The ensemble forecasting methods discussed above are mainly used for deterministic wind speed/power forecasting. Only a few recent studies have been done in the literature on ensemble probabilistic wind power forecasting. In Ref. [44], Zhang et al. proposed an ensemble probabilistic wind power forecasting approach based on empirical mode decomposition, sample entropy techniques and extreme learning machine. Lin et al. [13] combined multiple probabilistic forecasting models based on sparse Bayesian learning, kernel density estimation, and beta distribution estimation. The weight parameters of the multi-model ensemble are solved by an expectation maximizing algorithm and continuous ranked probability score optimization. Kim et al. [45] developed an enhanced ensemble method for probabilistic wind power forecasting. The wind speed spatial ensemble was built by using correlation-based weight and kriging models, and the temporal ensemble was built through an average ensemble of three models (i.e., an exogenous variable model, a polynomial regression model, and an analog ensemble model). Wang et al. [23] used wavelet transform to distinguish the non-linear series, and an ensemble technique was used to cancel out the diverse errors of point forecasts. Probabilistic wind power forecasts were generated by using a convolutional neural network. Nevertheless, several challenges present in existing methods of ensemble probabilistic wind power forecasting: (i) high dimensional matrices are involved in spatio-temporal based model in Ref. [45], which adds additional computational burden; (ii) parametric and nonparametric probabilistic forecasting models are combined in Ref. [13], which may encounter unbalanced issue with limited number of observations; (iii) little work has been done on the ensemble and optimization of predictive distributions.

1.2. Research objective

To integrate the advantages of different types of predictive distributions, this paper develops an ensemble probabilistic wind power forecasting framework that combines multiple predictive distribution types. First, quantile forecasts (or quantile functions) based on each single predictive distribution type (e.g., Gaussian, gamma, and laplace) are generated through a pinball loss optimization based framework. Second, a set of weight parameters are assigned to the quantile values or the quantile functions of individual probabilistic wind power forecasts. The weight parameters are determined through solving an optimization problem that minimizes a loss function. Note that the optimal weight parameters of each individual model are adaptively and dynamically updated at each time step. The main contributions of this paper include: (i) developing an ensemble probabilistic wind power forecasting framework based on different predictive distributions; (ii) comparing the proposed ensemble forecasting method with different benchmark ensemble strategies at both day-ahead and very-short-term forecasting horizons; and (iii) exploring both competitive and cooperative ensemble strategies with the developed forecasting framework.

The rest of this paper is organized as follows. Section 2 introduces the competitive and cooperative ensemble strategies for probabilistic forecasting. Section 3 describes the proposed ensemble probabilistic forecasting framework, which is composed of a deterministic forecasting method, a multi-distribution database, a parameter optimization process, and a surrogate model selection process. Section 4 compares the proposed method with multiple benchmark ensemble models at seven locations. Concluding remarks and future work are discussed in Section 5.

2. Ensemble probabilistic forecasting framework

The overall framework of the proposed ensemble probabilistic forecasting method, named Multi-Distribution Ensemble (MDE), is a two-step forecasting method, which consists of deterministic forecasts generation and ensemble probabilistic forecasts generation. The proposed MDE framework is able to integrate with both competitive and cooperative ensemble strategies. The main differences between competitive and cooperative ensemble models are listed as follows.
1. The competitive ensemble method combines different individual predictive distribution models together to an ensemble distribution model first. Then, probabilistic forecasts are obtained from the ensemble distribution model.

2. The cooperative ensemble method generates different individual probabilistic forecasts first based on each predictive distribution type. Then, ensemble probabilistic forecasts are generated through combining individual probabilistic forecasts to ensemble probabilistic forecasts.

2.1. Competitive MDE method

The overall framework of the developed competitive MDE method is illustrated in Fig. 1. In the first step, a Q-learning-based forecasting framework is adopted to generate short-term deterministic wind forecasts (i.e., 1-6 h-ahead (HA)), and a numerical weather prediction (NWP) model is used to generate day-ahead deterministic forecasts. The generated deterministic forecasts are considered as mean values of predictive distributions. In the second step, a set of unknown parameters (i.e., weight parameters and standard deviations) of the ensemble model are determined by minimizing the pinball loss based on training data. Then a surrogate model is constructed to represent each optimal parameter as a function of the deterministic forecast. During online forecasting, a set of pseudo-optimal parameters of the ensemble model are estimated by the surrogate model and deterministic forecasts. Finally, probabilistic forecasts are generated with the distribution means (i.e., deterministic forecasts) and pseudo-optimal parameters.

2.2. Cooperative MDE method

The overall framework of the cooperative MDE method is illustrated in Fig. 2. The major differences between the cooperative MDE and competitive MDE methods are highlighted in the blue dashed square. For the cooperative MDE method, the first step is also to generate deterministic forecasts. In the second step, individual probabilistic forecasts are generated by using each single predictive distribution based on the training dataset [46]. The unknown parameters (i.e., standard deviations) of each predictive distribution are optimized. A weight parameter is assigned to quantile forecasts from each individual model, and these weight parameters are optimized again by minimizing the pinball loss. Then a surrogate model is developed to represent each optimal weight as a function of the deterministic forecast. Similar to the competitive MDE method, during the online forecasting, pseudo-optimal weights are estimated and used to generate ensemble probabilistic forecasts. Finally, the method with the minimum pinball loss is chosen to produce the final ensemble probabilistic forecasts. Overall, the competitive MDE method optimizes the unknown weight parameters and standard deviations simultaneously; the cooperative MDE method optimizes the standard deviations when generating the individual model forecasts, and optimize the weight parameters at the ensemble stage.

3. Modeling and formulation of MDE

3.1. Q-learning enhanced deterministic forecasting

A large number of models have been developed in the literature for deterministic wind forecasting. Most of existing deterministic forecasting methods are either selected based on the overall performance or ensembled by multiple models. Ensembling multiple deterministic models enhances the robustness of the forecasting by reducing the risk of unsatisfactory models, but does not guarantee the best accuracy [47]. Selecting a model based on the overall performance...
forecasting performance, generally neglects the local performance of the selected model.

In this paper, a Q-learning enhanced deterministic forecasting method is adopted for short-term forecasting (1HA to 6HA), which seeks to choose the best forecasting model from a pool of state-of-the-art machine learning based forecasting models at each forecasting time step [48]. The developed method trains Q-learning agents based on the rewards of transferring from the current model to the next model. The Q-learning agents converge to the optimal dynamic model selection policy, which will be applied to select the best model for forecasting in the next step based on the current model. The dynamic model selection process is expressed as:

\[ S = \{ s_1, s_2, \ldots, s_I \} \]  
\[ A = \{ a_1, a_2, \ldots, a_I \} \]  
\[ R' \left( s_i, a_j \right) = \text{ranking}(M_i) - \text{ranking}(M_j) \]

where \( S, A, \) and \( R \) are state space, action space, and reward function in the dynamic model selection Markov Decision Process, respectively. The parameters \( s \) and \( a \) are possible state and action, respectively. \( I \) is the number of models \( (M) \) in the model pool. The reward function is defined as the model performance improvement, which ensures the effective and efficient convergence of Q-learning. More details about the Q-learning enhanced deterministic forecasting can be found in Ref. [48].

### 3.2. Probabilistic wind power forecasting model

In this section, multiple predictive distribution types are used to generate different individual probabilistic wind power forecasting models. Probabilistic forecasts usually take the form of probability density functions (PDFs) or quantiles. Parametric approaches have been widely used in the literature to estimate the density or distribution [49]. For a certain form of predictive distribution, the PDF can generally be characterized by a mean value \( \mu \) and a standard deviation value \( \sigma \) as \( f(x|\mu, \sigma) \), and the corresponding cumulative distribution function (CDF) can be deduced and denoted as \( F(x|\mu, \sigma) \). The quantile function is one way of prescribing a probability distribution, which is the inverse function of its corresponding CDF. Therefore, the quantile function of a certain predictive distribution can be denoted as \( q_i = F^{-1} \left( \frac{i}{100} \right) \), where \( i \) stands for the \( i \)th quantile. The quantile functions \( q_i(.) \) are distinct for different predictive distributions, such as Gaussian, gamma, and laplace. Gaussian distribution is one of the most commonly used predictive distributions in parametric approaches [25]. The PDF of Gaussian distribution \( f(x|\mu, \sigma) \) is expressed as

\[ f(x|\mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]


\[ f(x|\mu, b) = \frac{1}{2b} \exp \left( -\frac{|x-\mu|}{b} \right) \]

where \( \mu \) and \( b \) are the location and scale parameters, respectively. The relationship between the standard deviation \( \sigma \) and the shape parameter of Laplace distribution can be expressed as

\[ b = \sigma \sqrt{2} \]

Similarly, for gamma distribution, the PDF is expressed as

\[ f(x|k, \theta) = \frac{x^{k-1}e^{-\frac{x}{\theta}}}{\theta^k \Gamma(k)} \]

where \( k \) and \( \theta \) are the shape parameter and scale parameter, respectively. The relationship between the mean value \( \mu \), standard deviation \( \sigma \), \( k \), and \( \theta \) can be expressed as

\[ \mu = k\theta \]

\[ \sigma = \sqrt{k}\theta \]

The location parameter and shape parameter from all of the above distributions can be represented by the mean and standard deviation in the training or forecasting stages. Therefore, the PDF can be obtained by estimating the mean and standard deviation in the training or forecasting stages. The pseudocode of generating the MDE forecasting member models is illustrated in Algorithm 1.

**Algorithm 1.** Generate quantile forecasts through each single distribution.

**Data:** Deterministic wind power forecasts

**Result:** Quantile forecasts

1. Initialization: Obtain PDF of a single model and represent it in the form of mean \( \mu \) and standard deviation \( \sigma \) as \( f(x|\mu, \sigma) \);
2. Calculate CDF \( F(x|\mu, \sigma) \) of the predictive distribution;
3. If CDF is invertible then
   4. Calculate quantile function through \( q_i(F^{-1}(x|\mu, \sigma, \frac{i}{100})) \) else
   5. Use Newton-Raphson method to calculate quantile \( q_i \);
7. end
8. Calculate optimal \( \sigma_i \)'s through pinball loss optimization;
9. Build a surrogate model between deterministic forecasts and optimal \( \sigma_i \);
10. Estimate pseudo-optimal \( \sigma \) based on deterministic forecasts;
11. Generate quantile forecasts;

3.3. MDE model formulation

3.3.1. Competitive MDE method

For the competitive MDE method, to combine the advantages of different predictive distributions, a general combined quantile function with \( N \) member models is formulated as follows:

\[ q_{i,t}^p (\mu_i, \sigma_i, \omega_{i,t,n}) = \sum_{n=1}^{N} \omega_{i,t,n}^p q_{i,t,n} (\mu_i, \sigma_i, \omega_{i,t,n}) \]

where \( q_{i,t,n}^p \) is the combined \( i \)th quantile at the \( t \)th forecasting step, \( q_{i,t,n} (\mu_i, \sigma_i, \omega_{i,t,n}) \) is the \( i \)th member quantile at the \( t \)th forecasting step, and \( \omega_{i,t,n}^p \) is the weight of the \( n \)th model at time \( t \) satisfying that

\[ 0 \leq \omega_{i,t,n}^p \leq 1 \]

\[ \sum_{n=1}^{N} \omega_{i,t,n}^p = 1 \]

The unknown parameters in the ensemble quantile function can be solved by minimizing the pinball loss at each time step. Pinball loss is a widely used metric to evaluate probabilistic forecasts, which is defined by

\[ L_{i,t} (q_{i,t}, x_t) = \begin{cases} \frac{1}{100} \times (q_{i,t} - x_t), & x_t < q_{i,t} \\ \frac{1}{100} \times (x_t - q_{i,t}), & x_t \geq q_{i,t} \end{cases} \]

where \( x_t \) represents the observation at time \( t \). For a given \( i \) percentage, the quantile \( q_{i,t} \) represents the value of a random variable whose CDF is \( i \) percentage at time \( t \). The pinball loss optimization problem for the competitive MDE model can be formulated as:

\[ \min_{\omega_{i,t,n}^p} \sum_{i=1}^{99} L_{i,t} \left( \sum_{n=1}^{N} \omega_{i,t,n}^p q_{i,t,n} (\mu_i, \sigma_i, \omega_{i,t,n}), x_t \right) \]

\[ \text{s.t.} \sum_{n=1}^{N} \omega_{i,t,n}^p = 1 \]

\[ 0 \leq \omega_{i,t,n}^p \leq 1, \quad \forall n \in N \]

where \( \sigma_l \) and \( \sigma_u \) represent the lower and upper bounds of the unknown standard deviation, respectively, which are selected based on the forecasting target [50].

3.3.2. Cooperative MDE method

For the cooperative MDE method, with the calculated \( i \)th quantile of the \( n \)th model, a general combined quantile with \( N \) individual models is formulated as:

\[ q_{i,t}^c (\mu_i, \sigma_i, \omega_{i,t,n}) = \sum_{n=1}^{N} \omega_{i,t,n} q_{i,t,n} (\mu_i, \sigma_i, \omega_{i,t,n}) \]

\[ 0 \leq \omega_{i,t,n} \leq 1 \]

\[ \sum_{n=1}^{N} \omega_{i,t,n} = 1 \]

where \( q_{i,t}^c \) is the combined \( i \)th quantile forecasts at the \( t \)th forecasting step, \( q_{i,t,n} (\mu_i, \sigma_i, \omega_{i,t,n}) \) is the \( i \)th member quantile forecasts at the \( t \)th forecasting step from model \( n \), and \( \omega_{i,t,n} \) is the weight of the quantile forecasts from the \( n \)th model. Different from the competitive MDE method, weight parameters are the only unknown parameters in the cooperative MDE method.

It is seen from Eqs. (10) and (15) that the weights of individual models at each time step are different, and the location and shape parameters at each time step are also varying. Therefore, we need to adaptively estimate the unknown parameters at each time step. By contrast, for the cooperative MDE method, the weight parameters can be estimated by solving the following optimization problem:
\[
\min_{\omega_i} \sum_{t=1}^{99} L_t \left( \sum_{n=1}^{N} \omega^n_{t,n} q_{t,n}(\mu_t, X_t) \right)
\]
\[
\text{s.t.} \sum_{n=1}^{N} \omega^n_{t,n} = 1, \quad 0 \leq \omega^n_{t,n} \leq 1, \quad \forall n \in N.
\]

The optimization problems in Eqs. (14) and (18) are strictly constrained by three constraints: (i) all the weights of ensemble member models or member quantile forecasts must be nonnegative; (ii) the sum of all weights equals one; and (iii) the standard deviation of each component model must be in the variable range of the corresponding distribution. In this paper, the genetic algorithm (GA) [51] is adopted to solve the two optimization problems. In this study, the population size is set to be 50, the mutation percentage is 0.1, the crossover percentage is 0.8, and the maximum number of iterations is 200. The optimization stops when the improvement is less than 0.01%.

### 3.4. Surrogate model

The optimization models in Eqs. (14) and (18) calculate the optimal parameters of predictive distributions with observations. However, when we generate probabilistic forecasts, we do not know the observations and can only assume the deterministic forecasts as mean values of the predictive distribution. The optimal standard deviations and optimal weights at each forecasting time step are needed to generate probabilistic forecasts. To this end, a surrogate model is built to represent the optimal parameters as functions of the deterministic forecasts in the training stage, which can be expressed as:

\[
\hat{\sigma}_{t,n} = f(\hat{x}_t)
\]
\[
\hat{\omega}_{t,n} = g(\hat{x}_t)
\]

where \(\hat{x}_t\) is the deterministic forecast at time \(t\), \(f(\hat{\sigma})\) and \(g(\hat{\omega})\) are the surrogate models of the optimal standard deviation and weight parameter of the predictive distribution, respectively. The surrogate models are used to estimate the pseudo-optimal standard deviation and pseudo-optimal weight parameters at the online forecasting stage.

Several possible surrogate models can be used, such as support vector regression (SVR), radial basis function (RBF), and persistence model (PS). In this paper, a surrogate model selection framework is developed to choose the most suitable surrogate model for estimating weights and standard deviations of each ensemble member models. Fig. 3 shows the procedure of selecting the optimal surrogate model. At the forecasting training stage, a small portion (i.e., 8% of the training data in this paper) of the training data is used to build a surrogate model. The optimal training parameters are fed into a surrogate model pool (that consist of SVR, RBF, and PS) to find the best fitted surrogate model between the point forecast value and each optimal parameters. The model with the minimum mean absolute error (MAE) is selected as the surrogate model for that parameter to be used at the online forecasting stage. In the forecasting stage, the optimal unknown parameters of the predictive distribution are estimated through the trained surrogate model, and thus the estimated parameters are referred to as pseudo-optimal parameters.

### 4. Case studies and results

#### 4.1. Data summary

The developed MDE probabilistic forecasting framework was evaluated at 7 locations selected from the Wind Integration National Dataset (WIND) Toolkit [52]. The WIND Toolkit includes meteorological information (e.g., wind direction, wind speed, air temperature, surface air pressure, density at hub height), synthetic actual wind power, and wind power forecasts generated by the Weather Research and Forecasting (WRF) model. It covers over 126,000 locations in the United States. In addition to the day-ahead forecasting, very-short-term forecasts (i.e., 1HA to 6HA) are generated by using the Q-learning enhanced deterministic forecasting method. In this study, the duration of the collected data at the selected 7 locations spans two years from January 1st 2011 to December 31st 2012. The data information at the selected 7 locations is briefly summarized in Table 1. For all the locations, the first 3/4 of the data is used as training data, in which the first 1/12 is used to train the deterministic forecast models and the remaining 1/12 of the training data is used to build the surrogate models of the optimal standard deviations and weight parameters. The effectiveness of the forecasts is validated by the remaining 1/4 of the data. The developed MDE method is able to generate probabilistic forecasts at multiple forecasting horizons, and 1HA-6HA and day-ahead wind power forecasts are explored in this study. The Q-
learning enhanced deterministic forecasts are implemented using the gbm package [53], randomForest package [54], e1071 package [55], and nnet package [56] in R version 3.4.2. The optimization model for the ensemble is implemented using the GA package [51] in R version 3.4.2.

4.2. Benchmarks and comparison settings

In the paper, two different weight averaging methods for model ensemble and three single predictive distribution models are used as baselines in the case studies. The two benchmark weight averaging based ensemble methods are Arithmetic Averaging (AA) and Weighted Averaging (WA).

1. AA: The arithmetic weights apply equally to different models:
   \[
   \omega_{AA,t,n} = \frac{1}{N}.
   \]

   Then, the combined quantile of AA can be calculated through:
   \[
   q_{AA,t} = \left[ \sum_{n=1}^{N} \omega_{AA,t,n} q_{t,n}(\mu_t) \right]
   \]

2. WA: Each quantity to be averaged is assigned a weight that represents the relative importance of that quantity. The model with a higher accuracy is assigned a larger weight:

   \[
   \omega_{WA,t,n} = \left[ \frac{\sum_{i=1}^{99} L_{t,n}(q_{i,t,n}(\mu_t), x_t)}{\sum_{n=1}^{N} \sum_{i=1}^{99} L_{t,n}(q_{i,t,n}(\mu_t), x_t)} \right]
   \]

   Similarly, the combined quantile of WA can be calculated through:
   \[
   q_{WA,t} = \left[ \sum_{n=1}^{N} \omega_{WA,t,n} q_{t,n}(\mu_t) \right]
   \]

The three single predictive distribution based optimization models are Q-learning with Gaussian distribution (Q-Gaussian), Q-learning with Gamma distribution (Q-Gamma), and Q-learning with Laplace distribution (Q-Laplace). The details of the pinball loss optimization based model can be found in Ref. [16].

4.3. Deterministic forecasting results

Normalized indices of standard metrics root mean squared error and mean absolute error, i.e., NMAE and NRMSE, are adopted to evaluate the performance of deterministic forecasts. They are defined by:

\[
NMAE = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{x_{t} - \tilde{x}_{t}}{C} \right| \times 100\%
\]

\[
NRMSE = \frac{1}{C} \sqrt{\frac{\sum_{t=1}^{T} (x_{t} - \tilde{x}_{t})^2}{T}} \times 100\%
\]

where \(\tilde{x}_{t}\) is the forecasted wind power, \(x_{t}\) is the actual wind power, \(x_{\text{max}}\) is the maximum actual wind power, \(T\) is the sample size, and \(C\) is the capacity of the wind farm.

A smaller NRMSE or NMAE indicates a better forecasting performance. The forecasting errors by using the Q-learning based deterministic model at the selected locations are summarized in Table 2. It is shown that the 1HA NMAE and NRMSE are in the ranges of 5%–8% and 8%–12%, respectively. The numerical weather prediction (NWP) method is used to produce day-ahead deterministic forecasts. It is shown that the day-ahead NMAE and NRMSE are in the range of 11%–14% and 15%–19%, respectively. An example of the day-ahead forecasts at the C3 site from 2012-08-09 to 2012-08-19 is illustrated in Fig. 4. Overall, the accuracies of the Q-learning based 1HA to 6HA deterministic forecasts and the NWP-based day-ahead deterministic forecasts are reasonable.

4.4. Surrogate model accuracy

Three types of surrogate models, i.e., SVR, RBF, and persistence model are adopted in this paper to build the surrogate model of the optimal parameter (i.e., standard deviation and weight). For all the surrogate models in this study, the NMAE and NRMSE are in the range of 9%–17% and 13%–24%, respectively. Overall, the accuracies of the surrogate models are reasonable.

4.5. Ensemble probabilistic forecasting results

To show the robustness of the developed MDE probabilistic forecasting framework, the normalized pinball loss values at different look-ahead time of the 7 wind farms are illustrated in Fig. 5 and Fig. 6. It shows how the normalized pinball loss varies with the look-ahead time at the C7 site. The sum of pinball loss is averaged over all quantiles from 1% to 99% and normalized by the wind farm capacity at each site. A lower pinball loss score indicates a better probabilistic forecast. Results show that the MDE-competitive model has improved the pinball loss by up to 20.5%, and the MDE-cooperative model has improved the pinball loss by up to 8.5% compared to the three individual member models (i.e., Q-Gaussian, Q-Gamma, and Q-Laplace) and two baseline weight averaging ensemble models (i.e., AA and WA). It is seen from Fig. 5 that the MDE-competitive model has the smallest pinball loss value at all locations for different look-ahead times except for 1HA forecasts. For 1HA forecasts, the MDE-cooperative model has the smallest pinball loss value at all locations. Note that for all the look-ahead hours, the MDE-cooperative model has also shown a better accuracy than individual member models, which validates the effectiveness of the MDE ensemble framework. The MDE-competitive model has shown a better accuracy than individual member models for 2HA-6HA and day-ahead forecasts.

The reason why the MDE-competitive model has a worse accuracy than the MDE-cooperative model and some single-distribution methods in 1HA forecasts is that, the accuracy of 1HA deterministic forecasts is significantly better than that of other look-ahead times. Thus there is less improvement space for the ensemble model to further improve the performance by optimizing the standard deviation and weight parameters simultaneously.

### Table 1

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Site ID</th>
<th>Lat.</th>
<th>Long.</th>
<th>Capacity (MW)</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>4816</td>
<td>29.38</td>
<td>-100.37</td>
<td>16</td>
<td>TX</td>
</tr>
<tr>
<td>C2</td>
<td>8979</td>
<td>31.53</td>
<td>-95.62</td>
<td>16</td>
<td>TX</td>
</tr>
<tr>
<td>C3</td>
<td>10069</td>
<td>32.31</td>
<td>-98.26</td>
<td>16</td>
<td>TX</td>
</tr>
<tr>
<td>C4</td>
<td>10526</td>
<td>32.44</td>
<td>-100.55</td>
<td>16</td>
<td>TX</td>
</tr>
<tr>
<td>C5</td>
<td>1342</td>
<td>27.12</td>
<td>-97.86</td>
<td>16</td>
<td>TX</td>
</tr>
<tr>
<td>C6</td>
<td>2061</td>
<td>27.95</td>
<td>-97.40</td>
<td>14</td>
<td>TX</td>
</tr>
<tr>
<td>C7</td>
<td>9572</td>
<td>31.99</td>
<td>-100.118</td>
<td>16</td>
<td>TX</td>
</tr>
</tbody>
</table>

The three single predictive distribution based optimization models are Q-learning with Gaussian distribution (Q-Gaussian), Q-learning with Gamma distribution (Q-Gamma), and Q-learning with Laplace distribution (Q-Laplace). The details of the pinball loss optimization based model can be found in Ref. [16].
Instead, the cooperative model that refines the 1HA forecasts from different single models performs better. By contrast, the competitive method performs better when the deterministic forecasting accuracy is relatively worse. The accuracy of deterministic forecasts is a major factor that affects the performance (i.e., pinball loss) of the final probabilistic forecasts.

In addition, the one-step optimization in MDE-competitive and two-step optimization in MDE-cooperative also affects the probabilistic forecasting performance. The MDE-competitive method first ensembles the distribution members together, and then uses this combined distribution model to generate probabilistic forecasts. The MDE-competitive method first generates different single quantile forecasts, and then ensembles the single quantile forecasts to refined quantile forecasts. This two-step optimization (i.e., determine standard deviations first and then weights) may introduce more uncertainty compared to the one-step optimization. Similarly, the surrogate model accuracy and forecasting look-ahead times may also affect the final probabilistic forecasting results.

With estimated parameters through pinball loss optimization and surrogate modeling, the quantiles \( q_{b}^{1}, q_{b}^{2}, \ldots, q_{b}^{99} \) can be calculated. To better visualize probabilistic forecasts, the 99 quantiles are converted into nine prediction intervals (PIS) \( I_{b}^{t} (\beta = 10, \ldots, 90) \) in a 10% increment. \( I_{b}^{t} \) stands for the PIs of wind power with 1 – \( \beta \) nominal coverage rate, which can be expressed through the lower bound \( q_{a}^{\beta} \) and the upper bound \( q_{b}^{\beta} \) as \( [q_{a}^{\beta}; q_{b}^{\beta}] \), where \( q_{a} \) and \( q_{b} \) are lower and upper nominal proportions, respectively, which equal to \( \beta / 2 \) and \( (1 - \beta) / 2 \), correspondingly. Fig. 4(a) and (b) show the MDE-competitive and MDE-cooperative based day-ahead probabilistic wind power forecasts at the C3 site from 2012-08-09 to 2012-08-19. It is seen from Fig. 4 that the PIs of the MDE-competitive method cover the actual and forecasted wind power better than the MDE-cooperative method. For the MDE-competitive method, even it has narrower PIs, some part of the PIs could not cover the observations. Therefore, the MDE-competitive method is more reliable than the MDE-cooperative method in day-ahead forecasts. The width of the prediction interval varies with the wind power variability. When the wind power fluctuates more frequently, the PIs tend to be wider, and thereby the uncertainty in wind power forecasts is relatively higher.

In addition to pinball loss, two more standard metrics, i.e., reliability and sharpness, are also calculated to assess the probabilistic forecasting accuracy.

### Table 2
Deterministic wind power forecasting results by using Q-learning and NWP.

<table>
<thead>
<tr>
<th>Model</th>
<th>LAT</th>
<th>Metric</th>
<th>Site</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NMAE(%)</td>
<td>C1</td>
</tr>
<tr>
<td>Q-learning</td>
<td>1HA</td>
<td>6.63</td>
<td>6.85</td>
</tr>
<tr>
<td></td>
<td>2HA</td>
<td>10.55</td>
<td>10.93</td>
</tr>
<tr>
<td></td>
<td>3HA</td>
<td>10.72</td>
<td>11.08</td>
</tr>
<tr>
<td></td>
<td>4HA</td>
<td>15.86</td>
<td>16.33</td>
</tr>
<tr>
<td>NWP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16.85</td>
<td>17.44</td>
</tr>
</tbody>
</table>

Note: LAT is the abbreviation for look-ahead time. DA: day-ahead.
presents better reliability when the curve is closer to the diagonal. Overall it is seen from Fig. 7 that the proposed MDE ensemble framework (both competitive and cooperative) has better reliability performance than the baseline methods. Note that for 1-HA forecasts, the MDE-cooperative method has the best reliability performance and the MDE-competitive method has the best reliability performance for 2HA-6HA and 24HA forecasts. It is also seen that the two baseline ensemble methods (AA and MA) have better
performance than the single-distribution models. Overall the results show the effectiveness of ensemble modeling for enhancing probabilistic forecasts. The reliability plots of all the case study sites are provided in Appendix A.

4.5.2. Sharpness

Sharpness indicates the capacity of a forecasting system to forecast wind power with extreme probability [57]. This criterion evaluates the predictions independently of the observations, which gives an indication of the level of usefulness of the predictions. For example, a system that provides only uniformly distributed predictions is less useful for decision-making under uncertainty. Predictions with perfect sharpness are discrete predictions with a probability of one (i.e., deterministic predictions). The averaged PIs size $d^\beta$ at nominal coverage rate (1-β) can be expressed as:

$$d^\beta = \frac{1}{T} \sum_{t=1}^{T} (q_{t}^{u} - q_{t}^{l}) \times 100\%$$  \hspace{1cm} (28)

An interval score $S^\beta(\tilde{x}_t)$ is defined to reward narrow PIs and penalize the targets which are out of PIs range as follows [58]:

$$S^\beta(\tilde{x}_t) = \begin{cases} 
2\beta d^\beta(\tilde{x}_t) + 4(q_{t}^{u} - \tilde{x}_t), & \tilde{x}_t < q_{t}^{u} \\
2\beta d^\beta(\tilde{x}_t), & \tilde{x}_t \in [q_{t}^{l}, q_{t}^{u}] \\
2\beta d^\beta(\tilde{x}_t) + 4(\tilde{x}_t - q_{t}^{l}), & \tilde{x}_t > q_{t}^{u}
\end{cases}$$  \hspace{1cm} (29)

The sharpness plots of the proposed ensemble system (i.e., MDE-competitive and MDE-cooperative); and baseline models (Q-Laplace, Q-Gaussian, Q-Gaussian, AA, and WA ensemble methods) at the C7 site are compared in Fig. 7. The expected interval score decreases with increasing nominal coverage rate, and the sharpness of the MDE-competitive and MDE-cooperative models are slightly worse than some of the baseline models (e.g., Q-laplace and Q-gamma). It is mainly because the reliability and sharpness are two complementary metrics, and the improvement of reliability will sacrifice the sharpness to some extent. Overall, the interval size of the MDE forecasts ranges from 10% to 120%, which indicates reasonable sharpness. The sharpness plots of all the case study sites are provided in Appendix A.

5. Conclusion

In this paper, a multi-distribution ensemble (MDE) probabilistic wind forecasting framework was developed, with both competitive and cooperative ensemble strategies. Three types of predictive distributions (i.e., Gaussian, Gamma, and Laplace) were adopted as ensemble members. The optimal ensemble weight parameters and standard deviations of different predictive distributions were determined by minimizing the sum of pinball loss in the training stage. A set of surrogate models of the optimal parameters were constructed to estimate the pseudo-optimal parameters in the forecasting stage. Case studies at 7 selected sites show that:

1. The developed MDE probabilistic forecasting framework could reduce the pinball loss score by up to 20.5% compared to benchmark models.
2. The MDE framework is robust under different forecasting time horizons at different locations.
3. The MDE-competitive method performs better in 2HA-6HA and 24HA forecasts and the MDE-cooperative method performs better in 1HA forecasts.
4. Both competitive and cooperative MDE methods have shown better reliability than single-distribution models and benchmark ensemble models. The sharpness intervals size of MDE forecasts ranges from 10% to 120%, which indicates reasonable sharpness.

Potential future work will: (i) integrate more effective distribution types into the MDE framework, and (ii) explore how the number and type of ensemble members affect the probabilistic forecasting results.
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Appendix A. Reliability and sharpness plots of case study sites at different look-ahead times

Fig. A.8. 1HA reliability and sharpness comparison of different models at the 7 sites.

Fig. A.9. 2HA reliability and sharpness comparison of different models at the 7 sites.
Fig. A.10. 3HA reliability and sharpness comparison of different models at the 7 sites.

Fig. A.11. 4HA reliability and sharpness comparison of different models at the 7 sites.
Fig. A.12. SHA reliability and sharpness comparison of different models at the 7 sites.

Fig. A.13. SHA reliability and sharpness comparison of different models at the 7 sites.
Fig. A.14. 24HA reliability and sharpness comparison of different models at the 7 sites.
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